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Building Large Language Models (LLMs)
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We first pretrain an
LLM (Foundation
Model) using a large
amount of data, then
fine-tune it using
smaller datasets on
downstream tasks




We can build Medical LLMs using medical data with
applications in medicine and healthcare
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We can also improve
performance of LLMs
over time with different

methods and types of
feedback including
human feedback




Large Language Models (LLMs) with Human Feedback
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Examples of human feedback for medical answers

Can incontinence be cured?

Clinician answer

Urinary incontinence can be cured in some cases, but this depends on its cause. If it's due
to an underlying urinary tract infection or constipation, treating these issues will
immediately stop the incontinence. If it's due to muscle weakness, such as that caused by
childbirth, strengthening exercises to build muscle tone will help and can even cure it
completely, over time. If it's due to an underlying nerve problem, damage to the spinal cord,
or a structural abnormality, this is usually much harder to treat and will need to be assessed
on a case-by-case basis.

Med-PaLM 2 answer

Incontinence means the accidental loss of urine or stool. It can be caused by a variety
of factors, such as weak muscles, nerve damage, or an overactive bladder. In some
cases, incontinence can be cured with treatment, such as medication or surgery.
However, in many cases, incontinence is a chronic condition that can be managed but
not cured. Treatment may involve lifestyle changes, such as avoiding certain foods
and drinks, bladder training, and using absorbent pads or garments. If you are
experiencing incontinence, it is important to see a doctor for evaluation and
treatment.

Clinician review of Med-PaLM answer

Reflects clinical and scientific consensus v Low likelihood of harm Correct reasoning +/

Correct reading comprehension v/ Correct knowledge recall v/ Relevant content

No missing important information No demographic biases v/

+/ Complete answer @) Incomplete answer
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the intent of the question?
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Singhal et al., “Towards expert-level medical question answering with large language models,” 2023



Examples of human feedback for medical answers
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Implementing an RLHF pipeline

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our _—_ °

xplain the moon
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Some people went
to the moon...
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Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old
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Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

LCIVitCI Ouyang et al., “Training language models to follow instructions with human feedback,” 2022




Lavita Al Assist with RLHF

Lavita ¢ Weight management

Modical Al Assist

| +New Chat 2 What are the healthiest ways to reduce weight?

R The healthiest ways to reduce weight involve  combination of a balanced diet, reguiar exercise, and maintaining ¢ ¢ o
a healthy lifestyle. Here are some tips: =

[ COVID-18 Symptoms

3 Cholesterol in Food « Consume a balanced diet: Focus on whole foods like fruits, vegetables, whole grains, lean proteins, and

healthy fats. Avoid processed foods, sugary beverages, and excessive salt intake. . .
) Weight management + Control portion sizes: Eat smaller meals more frequently throughout the day instead of three large meals. P rov I d I n fe e d b a C k a b O u t
« Increase physical activity: Engage in regular exercise, aiming for at leaist 150 minutes of moderate-intensity

aerobic activity or 75 minutes of vigorous-intensity aerobic activity per week. Include strength training
the generated answers by

« Monitor your calorie intake: Make sure you are consuming fewer calories than you burn to create a calorie

deficit, which will lead to weight loss.
« Stay hydrated: Drink plenty of water throughout the day to help with weight loss and maintaining overall t h M M M
e viedliCa SSIS

« Get enough sleep: Aim for 7-9 hours of sleep per night to support your metabolism and overall well-being.

« Manage stress: Practice stress-reducing activities lie meditation, yoga, or deep breathing exercises to help

prevent emotional eating and maintain @ healthy weight.
« Be consistent: Consistency is key when it comes to weight loss. Stick to your healthy habits and avoid fad
diets or extreme measures.

Remember, weight loss is a journey, and it's essential to be patient and kind to yourself as you work towards your ‘

goals.
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What is the healthy weight range for a men with 5 feet and 10 inch height according to BMI table?

According to the BMI (Body Mass Index) table,  healthy weight range for a man with a height of 5 feet and 10 ,
inches would be between 126.5 pounds and 166.5 pounds. This range is based on @ BMI of 185 to 24.9, which is
considered healthy for an adult male. Remember that BMI is just one factor to consider when assessing health,

and other factors such as body composition, fitness level, and overall heaith should also be taken into account
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Ask a quesion.

.

2 ! cgre 1o the Terms and conit

https://assist.lavita.ai/

e ™
We train our agent (model) by rewarding

Agent (model): answers that are accurate, safe, and helpful
avita Al's LLM fine- and penalizing responses that include false
tuned for medical information or do not address a question
uestion answering ~ 7



https://assist.lavita.ai/

Invite for collaboration

Lavita

Lavita Medical Al Assist - Participation Form

If you would like to participate in the Lavita Al Assist project to advance and improve
the Medical Chatbot owned by Lavita community, and earn LAVITA tokens, please share
your contact information below. We will reach out to you in a few weeks with more

details on how to participate.
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