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Building Large Language Models (LLMs)

We first pretrain an 
LLM (Foundation 

Model) using a large 
amount of data, then 

fine-tune it using 
smaller datasets on 
downstream tasks 
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Bommasani et al., “On the opportunities and risks of foundation models,” 2023



We can build Medical LLMs using medical data with 
applications in medicine and healthcare

We can also improve 
performance of LLMs 

over time with different 
methods and types of 

feedback including 
human feedback
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Bommasani et al., “On the opportunities and risks of foundation models,” 2023



Large Language Models (LLMs) with Human Feedback
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Human feedback can 
tell us what behavior 
from an LLM should 

be rewarded or 
penalized

Thirunavukarasu et al., “Large language models in medicine,” 2023



Singhal et al., “Towards expert-level medical question answering with large language models,” 2023

Examples of human feedback for medical answers
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Examples of human feedback for medical answers

Singhal et al., “Towards expert-level medical question answering with large language models,” 2023



Implementing an RLHF pipeline

7Ouyang et al., “Training language models to follow instructions with human feedback,” 2022



Agent (model): 
Lavita AI’s LLM fine-
tuned for medical 

question answering

Group of experts and 
non-expert users

Providing feedback about 
the generated answers by 

the Medical AI Assist

We train our agent (model) by rewarding 
answers that are accurate, safe, and helpful 
and penalizing responses that include false 
information or do not address a question 
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Lavita AI Assist with RLHF

https://assist.lavita.ai/ 

https://assist.lavita.ai/


Invite for collaboration

Scan me!
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